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ABSTRACT: Scholars from a range of disciplines have long recognized that a city’s economic
fortunes are closely tied to its position in networks of interurban exchanges. However, it remains
unclear whether cities occupy a central position in the network because they are sites of significant
economic activity (i.e., a flow generation hypothesis), or whether they experience greater economic
growth because they occupy a central position in the network (i.e., a structural advantage hypothesis).
This article tests these complementary hypotheses by examining the total nonfarm employment in,
and air travel patterns of business passengers among, 128 U.S. metropolitan areas from 1993 to
2008 using a series of lagged regression models. Results lend support to the structural advantage
hypothesis, but not for the flow generation hypothesis: centrality drives employment, but not vice
versa. The article concludes with a discussion of the implications of these results for infrastructure-
focused approaches to economic development.

Scholars from a range of disciplines have long recognized that a city’s economic fortunes
are closely tied to its position in networks of interurban exchanges, with cities occupying more
central positions experiencing relatively greater growth and stability. This insight has formed
the core of several influential theoretical approaches to understanding urban economic develop-
ment, including central place theory’s transportation principle (Christaller, 1966), human ecol-
ogy’s conceptions of metropolitan dominance and interdependence (Bogue, 1949; Hawley, 1950;
McKenzie, 1933), and most recently the spaces-of-flows perspective on globalization (Castells,
1996; Friedmann, 1986; Sassen, 1991). However, in each of these cases, conclusions concerning
the relationship between a city’s centrality in the network and its economic success have been
associational rather than causal. It remains unclear whether cities occupy a central position in the
network because they are sites of significant economic activity (i.e., a flow generation hypothe-
sis), or whether they experience greater economic growth because they occupy a central position
in the network (i.e., a structural advantage hypothesis). Identifying the direction of influence
in this relationship has taken on particular significance given a recent focus on infrastructure
development as a strategy for employment growth in policies like those favored by the American
Recovery and Reinvestment Act.
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This article seeks, first, to document the spatial restructuring of one intercity network—the
business air travel network—that has taken place over the last 15 years. Second and more
importantly, it aims to separate cause from effect by separately testing the structural advantage
and flow generation hypotheses, thus answering the question: does centrality in the network create
more jobs, or do higher levels of employment lead to greater centrality in the network? Specifically,
annual air traffic patterns and total nonfarm employment in 128 U.S. metropolitan areas from
1993 to 2008 are examined using a series of lagged regression models designed to evaluate the
direction and strength of the causal relationships between employment and network centrality. The
data used here overcome limitations of those used in earlier studies by focusing only on business
passengers’ origins and destinations, while ignoring such potentially irrelevant factors as leisure
passengers and layovers. Additionally, unlike prior explorations of the centrality–employment
relationship, the analyses employed below allow examination of changes in the strength of this
relationship over time.

This article is organized in four sections. The first section discusses the rationale for the flow
generation and structural advantage hypotheses, and reviews prior empirical work that has tested
them. The second section describes the methodology employed in this study, with a focus on the
approach used to define intercity exchange networks and on a set of proposed models designed to
test a prediction-based conception of causality. The third section presents a descriptive account of
the spatial restructuring of the intercity business network, then uses a series of lagged regression
models to test the causal direction of the relationship between centrality and employment. The
final section discusses these results, highlighting their policy implications and directions for
future research.

BACKGROUND

Linking cities’ economic characteristics to their positions within patterns of exchange has a
long history, with an equally long list of ways that the concept of “exchange” or “network”
has been operationalized. Indeed, researchers have demonstrated associations between cities’
economic structures and their positions within networks of banking relationships (Conzen, 1977),
information flows (Mitchelson & Wheeler, 1994; Pred, 1973), commodity trade (Eberstein &
Frisbie, 1982; Eberstein & Galle, 1984), command and control among corporate headquarters
and subsidiaries (Alderson & Beckfield, 2004; Ross, 1987), and advanced producer service firms
(Sassen, 1991; Taylor, 2001).

Among the multiple ways that such economically influential networks can be defined, perhaps
the most attention has been devoted to transportation networks generally (e.g., Conzen, 1975), and
more specifically to airline networks. The earliest studies examined intercity air traffic networks
as an empire building strategy (Prince of Wales et al., 1920), then turned to explorations of its
economic consequences as commercial aviation initially emerged in the 1950s (Taaffe, 1956),
and was deregulated in 1978 (Goetz & Sutton, 1997). In the face of globalization and increasingly
electronically mediated exchanges between businesses and cities, many have argued that intercity
air traffic continues to be important (Keeling, 1995; Rimmer, 1998). Keeling (1995, p. 118)
identifies five reasons that airline linkages are significant:

(i) global airline flows are one of the few indices available for transactional flows or inter-urban
connectivity; (ii) air networks and their associated infrastructure are the most visible mani-
festation of world city interaction; (iii) great demand still exists for face-to-face relationships,
despite the global telecommunications revolution; (iv) air transport is the preferred mode of
inter-city movement for the transnational capitalist class, migrants, tourists, and high-value,
low-bulk goods; and (v) airline links are an important component of a city’s aspirations to
world city status.
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Accordingly, studies of global city networks often focus on airline traffic patterns (Smith &
Timberlake, 2001; Taylor, Derudder, & Witlox, 2007; Zook & Brunn, 2006). Although Keeling’s
(1995) claims and these associated studies are framed in global terms, the notion that air traffic
is economically significant is no less valid in subglobal contexts like the U.S. urban system,
where businesses continue to rely on face-to-face meetings. Similarly, compared to national
urban systems in Europe, the geographic dispersion of U.S. cities heightens the extent to which
air transport is the preferred mode of intercity transportation for a range of people and things.
Thus, in addition to examining the structure of the intercity network itself both globally and
nationally, several studies focused specifically on U.S. cities have sought to identify correlates
of cities’ positions within the network. Among the most consistently reproduced and frequently
discussed findings in such studies is the positive association between centrality in the intercity
network and employment: cities with heavier volumes of air traffic have more jobs (Brueckner,
1985; Debbage & Delk, 2001; Goetz, 1992; Neal, 2010; Taaffe, 1956).

While researchers have repeatedly found this associational relationship between traffic and
employment levels, the causal direction and underlying mechanism remains unclear. In this arti-
cle, I propose and later test two potentially complementary possibilities. First, a demand-based
argument, which I denote as the Flow Generation Hypothesis, suggests that cities with high
levels of employment, indicative of a robust economy, generate greater demand for interaction
and thus acquire more central positions in the network. In the particular case of air transportation,
businesses are likely to demand more frequent service to and from cities with strong economies.
This demand may be generated by local businesses in the form of outbound business travel,
as operatives fly to other cities to provide services, training, or support to subsidiaries and
partners located elsewhere. Such demand may also be generated by nonlocal businesses in the
form of inbound business travel, as clients from other places arrive to obtain services or as
entrepreneurs seek new opportunities and locations. Following this historically dominant under-
standing of the relationship between traffic and employment, Duncan, Scott, Lieberson, Duncan
and Winsborough (1960) argued that “air transportation seems to have followed rather than to
have re-shaped regional ties. . .represent[ing] those activities which were already concentrated on
large centers” (p. 259, quoting Taaffe, 1952, p. 157–158). Because the flow generation hypoth-
esis holds that that centrality in the network of cities is an effect rather than a cause, it implies
that intercity exchange networks cannot be strategically engineered to promote urban economic
growth.

In contrast, a supply-based argument, which I denote as the Structural Advantage Hypothesis,
suggests that the supply of strategic resources (e.g., information carried by business travelers) is
greater for businesses located in cities that occupy central positions in the network, which in turn
provides such businesses with more opportunities for expansion and thus employment growth
(Neal, 2008). This supply-side explanation for centrality inducing employment, or economic
growth more generally, may be driven by multiple processes. Most directly, because centrality
facilitates the diffusion of innovations (Rogers, 2003), businesses located in central cities are
more likely to survive and grow due to the competitive advantage of greater and faster access to
information (Porter, 2008). Second, because the flow of information and other resources through
the network is mediated by central actors who act as gatekeepers (Burt, 1992), businesses in central
cities can maintain their competitive advantage by controlling others’ access to information.
Finally, because centrality means access to a diverse array of potential partners, businesses
in central cities have more opportunities for “exploiting scale economies in complementary
relationships” (Capello, 2000, p. 1927). Because the structural advantage hypothesis identifies
intercity exchange networks as a driver of urban economic growth, it suggests that efforts to
aid economically struggling cities ought to consider such strategies as increasing the city’s
accessibility through infrastructure upgrades.



4 II JOURNAL OF URBAN AFFAIRS II Vol. 00/No. 0/2011

FIGURE 1

Schematic of Reciprocal Relationship between Air Traffic and the Economy (adapted from
Hansman, 2005)

While each hypothesis identifies a single causal direction of influence, it is possible that cen-
trality and employment are reciprocally linked. Hansman has developed a schematic model of
this relationship in the particular case of airline traffic (see Figure 1). The two dashed lines
indicate the broad reciprocal relationship between the economy and the airline industry, but, as
this model illustrates, this relationship is mediated through a series of feedback loops. Trans-
portation services provided by “the airlines” simultaneously facilitate and are facilitated by
economic activities carried out in “the economy,” with airline passengers establishing the linkage
between supply and demand in the middle. Studies of transportation economics often focus on
the portion of the model contained in shaded region B, examining such issues as how route
scheduling impacts profitability. In contrast, this study focuses on the portion of the model
contained in shaded region A, asking whether air traffic generated in B is driven by economic
activity (the flow generation hypothesis) or drives economic activity (the structural advantage
hypothesis).

The limited number of prior studies that have aimed to uncover the causal direction of this
relationship have found support for bidirectional influence, but conclude that air traffic has a
greater effect on economic growth than vice versa (Brueckner, 2003; Button & Lall, 1999;
Irwin & Kasarda, 1991; Ivy, Fik, & Malecki, 1995). However, these studies suffer from several
limitations that challenge the robustness of their findings. First, approaches to measuring the
connectivity of cities in the network are problematic. In some cases air traffic is not measured
directly, but is inferred based on scheduled air service, which identifies cities as linked even if
relatively few passengers travel between them (Ivy, Fik, & Malecki, 1995). This may be important
to the extent that frequent air service is a key location factor for businesses, but it does not capture
the supply or demand components identified as underlying mechanisms by the hypotheses under
consideration. In other cases, air traffic is measured using total enplanements, which includes not
only passengers originating from or traveling to a city, but also passengers who are merely waiting
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in the airport for a connecting flight (Brueckner, 2003; Button & Lall, 1999). While the former
group potentially influences the local economy, the latter group’s local economic influence likely
is limited to the purchase of a meal in the airport’s food court (Neal, 2010).

Second, the mechanisms specified by the flow generation and structural advantage hypothe-
ses are driven by the behavior of businesses and business travelers. The former contends that
businesses generate outbound flows of operatives and inbound flows of clients, while the latter
argues that location at the confluence of passengers carrying useful information or resources
provides businesses a strategic advantage. However, rather than focusing on the movement of
business passengers, prior studies have examined the aggregation of all passengers, the majority
of whom are traveling for leisure. This approach is problematic because business and leisure
passengers carry unique resources (e.g., venture capital vs. spending money), and exhibit unique
travel patterns with different typical origins and destinations (Neal, 2010).

Finally, these studies examine four different periods and find four different magnitudes of
the causal influence of air traffic on employment. However, because each study uses unique
measurements and statistical methodologies, it is impossible to compare their results. Thus, it
remains unclear from existing empirical work whether the extent to which urban employment
is driven by centrality in the air traffic network is stable, rising, or falling. This is of particular
significance if support for the structural advantage hypothesis is to have implications for policy
aimed at urban economic development through infrastructure investment. A falling level of causal
influence would suggest policymakers should seek alternative strategies, while a stable or rising
level would justify the continued use of such approaches.

This study’s findings are expected to be consistent with those already reported: stronger
support for the structural advantage hypothesis (i.e., centrality causes employment) than for
the flow generation hypothesis (i.e., employment causes centrality). However, by avoiding these
significant limitations, the analyses below will provide both a more theoretically motivated test of
the relationship between air traffic and employment, and results with clearer policy implications.
First, by ignoring layover stops on passengers’ itineraries, the focus is on travel patterns associated
with the economic characteristics of cities, rather than those determined by the hub-and-spoke
organization of airline routes. Second, by examining only the movement of business passengers
rather than all passengers generally, attention is restricted to types of exchanges that are more
theoretically relevant to economic growth. Finally, by examining time-series data that include 15
separate waves, it is possible to examine changes in the causal relationships between centrality
in the air traffic network and employment over time.

DATA AND METHODS

The unit of analysis is the metropolitan area, hereafter referred to as cities, defined starting in
2000 using the Core Based Statistical Area (CBSA) and before 2000 using Primary Metropolitan
Statistical Areas (PMSA) aggregated to correspond to the boundaries of the newer CBSAs. The
sample includes all cities in the continental United States that were served by one or more airports
that together enplaned at least 250,000 passengers in 2000 (N = 128, served by 145 airports).
For each year from 1993 through 2008, estimated annual population was obtained from the U.S.
Census Bureau (2000, 2009) and estimated total nonfarm employment was obtained from the
U.S. Bureau of Labor Statistics (2009). Table 1 presents descriptive statistics for the variables
used in the models below—population, employment, and centrality—at the beginning, middle,
and end of the study period. Below, I describe the longitudinal measurement of the U.S. business
network, and the approach used to examine the relationship between employment and centrality.
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TABLE 1

Descriptive Statistics (N = 128)

Year

Variable 1993 2000 2008

Population:
Mean 1,374,294 2,069,734 2,237,096
Standard Deviation 2,299,861 4,555,105 4,772,248

Nonfarm employment:
Mean 602,076 719,827 752,538
Standard Deviation 933,644 1,078,760 1,107,571

Degree centrality:
Mean 46,456 60,426 58,714
Standard Deviation 69,010 75,763 69,300

Measuring the U.S. Business Network

Air traffic data used to measure the exchange relations among these 128 cities were drawn
from the Airline Origin and Destination Survey (U.S. Department of Transportation, 2009).
This survey, derived from data reported by air carriers to the Office of Airline Information
and released quarterly by the U.S. Bureau of Transportation Statistics, provides details about a
10% random sample of all domestic commercial air travel, including major airlines, low-cost
carriers, and charter services. These data are provided in three separate tables, linked by common
identifiers, that reflect nested definitions of a “trip” and contain slightly different variables: coupon
data correspond to a single takeoff and landing, market data correspond to all flight segments
from origin to destination, and ticket data correspond to an entire itinerary. The analyses below
merge and use information from both the coupon and market data tables, including the date of
travel, number of passengers, and fare. These data have been used primarily for regulatory and
government purposes (i.e., airport construction/expansion), but it was the source of airline traffic
data between 1950 and 1980 used by Irwin and Kasarda (1991).

The Origin and Destination Survey is an ideal data source for examining urban networks
because it captures actual exchanges between U.S. cities, rather than scheduled flights. As a
result, it reflects where passengers are going, rather than simply where they might go. Because
there is not a one-to-one correspondence between cities and airports, two types of aggregation
were necessary. First, when one city is served by multiple airports (N = 11), all passengers were
aggregated at the city level. For example, passengers using either O’Hare (ORD) or Midway
(MDW) airports are recorded simply as Chicago passengers. Second, when one airport serves
multiple cities (N = 10), the two cities were collapsed into a single unit of observation. For
example, because the Raleigh-Durham International Airport (RDU) serves both the Raleigh-
Cary Metropolitan Area and the Durham Metropolitan Area, these two places were combined
and treated as one city.

Given the richness of these data, several different types of intercity networks could be con-
structed. Because such decisions impact the results of network analyses, they should therefore
be theoretically informed. The first major decision in constructing a network from these data
concerns what constitutes an exchange or linkage between two cities. A hub-spoke network de-
fines the strength of the linkage between two cities simply as the number of passengers flying
between them. In contrast, an origin-destination network defines the strength of the linkage be-
tween two cities as the number of passengers originating in one and completing their journey in
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the other, without regard to any intermediate stops (i.e., layovers, connections) between them.
The hub-spoke approach is problematic because it artificially inflates hub cities’ centrality based
on passengers who are just “passing through,” and thus are unlikely to play a role in the local
economy (Neal, 2010), although Derudder, Devriendt, and Witlox (2007) have suggested that
such distortions can be empirically estimated when origin-destination data are unavailable. Flem-
ing and Hayuth (1994) similarly argue that because centrality in a hub-spoke network depends on
“transportation carriers’ individual corporate choices,” rather than a city’s economic conditions,
it “can therefore be quite a transitory and artificial characteristic. . .that generates activity of great
operational significance to airports” (p. 18, emphasis added). Because this study is concerned not
with employment growth in airports, but rather in cities generally, the origin-destination approach
to defining the network is used.

The second major decision in constructing the network concerns which passengers to include.
The majority of air travel is taken for leisure or personal reasons, but the hypotheses identify
mechanisms that are primarily driven by business passengers. Individuals traveling on business
might be attracted toward economically booming cities (i.e., flow generation), or alternatively
high volumes of business travel bring resources to cities through which they may gain an economic
advantage (i.e., structural advantage). Therefore, it is essential that analyses of the relationship
between air traffic and employment focus on networks of business passengers, rather than on
networks of leisure passengers or of all passengers in general (Faulconbridge & Beaverstock,
2008).

Although the Origin and Destination Survey does not indicate which passengers are traveling for
business, Neal (2010) has developed a method for using information available in these data to infer
passengers’ travel purpose and construct proxy assignments of specific passengers as business
passengers. To be sure, the characteristics of business passengers are varied, and in some cases
similar to those of leisure passengers (Dresner, 2006). Additionally, the relationship between
work and tourism is complex (Lassen, 2006), with overlapping categories such as “travelling
workers” and “working tourists” (Uriely, 2001). However, this approach seeks to identify only
the most quintessential business passengers, like those parodied by George Clooney in the recent
movie Up In the Air, for whom speed and efficiency trump cost and companionship. Two pieces
of information present in the data—the number of individuals traveling on the single itinerary
and the fare paid—are used to identify such passengers, with those meeting two criteria flagged
as likely business passengers. First, to exclude such common leisure passengers as families and
couples, only passengers who are traveling alone are included. Second, to focus on those who
must travel on specific dates, at specific times, on short notice, or who opt for a premium cabin
class, only passengers who paid significantly more (α = 0.05) than the average passenger flying
the same route in the same quarter are included.

As a proxy measure, this approach has some limitations. For example, it fails to identify as
“business passengers” those who do not have expense accounts at their disposal (e.g., academics,
nonprofit workers). Similarly, it may misclassify those who bring work with them on vacation
or those whose employers, to cut costs, book business travel using low-cost carriers. However,
despite its limitations, it offers advantages over the alternatives. First, it restricts the focus to
a specific type of exchange (here, business exchanges) identified as the key mechanism by the
hypotheses under consideration. Second, by using individuals’ actual willingness to pay rather
than passengers’ cabin class, it more accurately classifies as business travelers those who purchase
unusually high-cost (e.g., last-minute) tickets in coach class, but not those who find unusually
good bargains (e.g., using frequent flier miles) on upgraded seats.

In sum, the network analyzed in the following section is an origin-destination network among
business passengers. Separate networks were constructed for each year from 1993 through 2008.
Within each of these networks, cities’ centrality was defined using Freeman’s (1978/79) measure
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of degree centrality because it can be used with valued networks and is readily interpretable:
in this network it equals the total number of business passengers for whom the city is either
their origin or final destination. Alternative measures of centrality (e.g., closeness, betweenness),
which can be computed only for binary data, were considered but are not used in this analysis
for two reasons. First, transforming these valued network data into binary network data discards
valuable information about the volume of intercity exchanges. Second, the researcher-selected
threshold value used to carry out such a transformation (i.e., to code exchanges as present or
absent) directly impacts the resulting centrality scores.

Modeling Causal Influence

The issue of causal inference is a philosophically thorny one, and statistical tests intended to
demonstrate causality are necessarily problematic. In this article, I follow others (e.g., Granger
1969; Weiner, 1956) by viewing causality in terms of predictability. A given outcome (Y) may
be caused by a range of past events. Among the most likely causes of Y is Y’s own past,
a phenomenon that is sometimes substantively discussed as path dependence and statistically
known as autocorrelation. For example, in seeking to understand why a city has a large population
today, the most important factor is the fact that it had a large population yesterday. If other past
events (X) also help predict Y , even after controlling for the effect of Y’s own past, this is
viewed as evidence that these other past events also have a causal influence. Returning to the
example, if the availability of jobs in a city helps explain the size of the city’s current population,
even after considering its population size yesterday, there is evidence that the availability of
jobs causally influences population size. Under this predictability-based conception of causality,
the proposition that X causes Y can be evaluated by using ordinary least squares to estimate a
regression equation of the form

Y = α + Yt−1 + Xt−1 + ε (1)

In this model, if the coefficient associated with Xt−1 is statistically significant, there is evidence
that X causes Y .

Of course, this might be viewed as relatively weak evidence that X causes Y , and rather merely
evidence that past values of X are associated (i.e., correlated) with present values of Y . However,
the strength of this approach lies in the fact that Equation 1 can be reversed to also evaluate the
proposition that Y causes X:

X = α + Xt−1 + Yt−1 + ε (2)

In this model, if the coefficient associated with Y t−1 is statistically significant, there is evidence
that Y causes X. Unlike simple correlation where “X is correlated with Y” is the same as “Y
is correlated with X,” in these models detecting statistical significance in Equation 1 does not
necessarily result in detecting statistical significance in Equation 2. That is, this approach allows
for four distinct outcomes: (a) X causes Y , (b) Y causes X, (c) X and Y cause each other, and (d)
X and Y are causally unrelated.

While this modeling approach draws on Weiner’s (1956) and Granger’s (1969) conceptual
definition of causality, it is not an implementation of a Granger Test or the class of related
vector autoregressive (VAR) models. Such alternative models can be useful to evaluate causal
hypotheses, but are not appropriate in this analysis for two reasons. First, a Granger Test is a
significance test for the presence of causality, but does not provide information about the strength
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of causal influence. Second, a Granger Test would consider the causal relationship between
employment and centrality for a single city over a period of time, but not the causal relationship
between employment and centrality across a sample of cities at a specific moment in time. Thus,
employing a Granger Test can be used to answer questions like those asked by Button and Lall
(1999): Did air passenger traffic causally influence employment (and vice versa) in Cincinnati
during the period from 1979 through 1997, or did it not? In contrast, the method described above
is intended to answer a slightly different question posed by the hypotheses under consideration:
To what extent did centrality causally influence employment (and vice versa) in the entire 128
city U.S. urban system in 1994, or in 1995, or in 1996, and so on through 2008?

To evaluate the two hypotheses proposed above—flow generation and structural advantage—
two regression equations are estimated using ordinary least squares over the sample of 128 cities
for each year from 1994 through 2008:

Employmentt = α + Populationt−1 + Employmentt−1 + Centralityt−1 + ε (3)

Centralityt = α + Populationt−1 + Centralityt−1 + Employmentt−1 + ε (4)

The first model (Equation 3), and more specifically the coefficient associated with Centralityt−1,
tests the structural advantage hypothesis that a city’s centrality within the business network
causally influences its total employment. The second model (Equation 4), and more specifically
the coefficient associated with Employmentt−1, tests the flow generation hypothesis that a city’s
total employment causally influences its centrality within the business network. Both models
control for past population as a potential joint cause of both employment and centrality. Models
such as these that incorporate lagged terms can be sensitive to lag length. To consider this
possibility, Equations 3 and 4 were also estimated using 2-year and 3-year lagged terms, which
did not substantially improve model fit, and did not substantially alter the results or conclusions.
Thus, in the results discussed below, only the more parsimonious 1-year lagged models are
presented.

RESULTS

Spatial Restructuring of the Intercity Business Network

The descriptive statistics presented in Table 1 tell the now familiar story of a late 1990s
economic boom, followed by post-9/11 economic turmoil and later a global financial crisis. The
period from 1993 to 2000 displays explosive growth in nonfarm employment and cities’ centrality
in the business network, as reflected by their total volume of business passengers. In stark contrast,
the period from 2000 to 2008 displays little growth in employment, and more strikingly, a decline
in centrality.

In addition to these broad economic patterns, the contours of the intercity business network
changed dramatically during this period. Specifically, centrality and the potential structural advan-
tages it confers are unequally distributed among cities. To examine this distributional inequality,
for each year during the study period Figure 2 displays the gini coefficient for centrality, which
ranges from 0 when all cities are equally central in the network to 1 when centrality is concen-
trated in a single city (Neal, 2008). The declining values indicate that the business network was
highly centralized in the early 1990s, but became increasingly decentralized. By listing the cities
with the greatest gains and losses in their share of all business passengers in the network, Table 2
highlights the places that have been most affected by this deconcentration process.
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FIGURE 2

Inequality in Cities’ Business Network Centrality over Time

Centrality and Employment

Table 3 presents the results from three pooled, cross-sectional regression models. These naı̈ve
models indicate, as expected, that there is a strong relationship between air traffic and employ-
ment. This relationship is detectable when centrality is defined using a network that includes
all passengers (Model 1), but is stronger when the network includes only business passengers
(Model 2). Model 3 provides additional evidence that the method described above to identify
business passengers is valid. It simultaneously uses centrality in two different networks—one
defined using only business passengers, another defined using all other passengers (i.e., nonbusi-
ness passengers)—to predict employment in cities. Collinearity in these two measures (business
passengers VIF = 15.96, nonbusiness passengers VIF = 17.66) yields inflated standard er-
rors, which impedes testing the statistical significance of their coefficients and results in wide

TABLE 2

Cities with Greatest Loss/Gain in Share of Business Passengers, 1993–2008

City Share in 1993 Share in 2008 Change

Denver, CO 4.5% 2.1% −2.4%
San Francisco, CA 4.9% 2.9% −2.0%
Chicago, IL 5.5% 3.6% −1.9%
Los Angeles, CA 5.8% 4.3% −1.5%
New York, NY 6.0% 5.1% −0.9%
. . .

Atlanta, GA 2.1% 2.7% +0.6%
Minneapolis, MN 1.4% 2.1% +0.7%
Charlotte, NC 0.5% 1.3% +0.8%
Dallas, TX 1.9% 2.9% +1.0%
Las Vegas, NV 1.1% 2.2% +1.0%
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TABLE 3

Pooled Cross-Sectional Regressions of Centrality on Employment (N = 2048)

Variable Model 1 Model 2 Model 3a

All passengers 0.374∗∗ – –
Business passengers – 0.405∗∗ 0.434
Nonbusiness passengers – – −0.033
Population (control) 0.624∗∗ 0.604∗∗ 0.609
R2 0.93 0.94 0.94

∗p < .05; ∗∗p < .01.
a Significance levels are not reported due to collinearity among the independent variables. The coefficient estimates
themselves remain unbiased (Gujarati, 2003).
Note: Reported values are standardized regression coefficients. A constant was included and was significant in all models.

confidence intervals around the estimates. Despite this reduction in precision, the exceptionally
large difference in the estimates, which remain unbiased (Gujarati, 2003), nonetheless suggests
that centrality in the business network is more influential than centrality in the nonbusiness
network.

As cross-sectional models, however, these results cannot shed light on the causal direction of
this relationship: whether centrality leads to more jobs, or more jobs yield greater centrality. To
consider the direction of causal influence, Table 4 reports the results from Equations 3 and 4.
Population is only occasionally statistically significant, and in all years had very little influence on
employment or centrality net of past employment and past centrality. As expected, employment in
the previous year strongly predicted employment in the current year, and centrality in the previous
year strongly predicted centrality in the current year; in nearly every case these coefficients tended
toward unity. This reflects the unsurprising finding that cities’ employment and centrality exhibit
relative stability from year to year. For example, if a city had a total employment of one million last
year, it is likely to have a total employment of around one million this year. The estimates of the
coefficients associated with population and the lagged dependent variable are relatively inefficient.
While their precise values should be interpreted with caution, the estimates themselves remain
unbiased. More importantly, however, the estimates of the coefficients of interest discussed below
are robust, with variance inflation factors that do not exceed the thresholds defined by Gujarati
(2003) in any year.

The coefficients of interest, highlighted in Table 4 by the shaded regions, provide divergent
evidence for the two hypotheses under consideration: support for the structural advantage hy-
pothesis, but not for the flow generation hypothesis. In the upper panel of Table 4, past centrality
is a strong and consistently significant predictor of present employment, after controlling for past
employment, suggesting that centrality causally influences employment. However, in the lower
panel of Table 4, past employment is a weak and inconsistently significant predictor of present
centrality, after controlling for past centrality, suggesting that employment does not causally
influence centrality.

DISCUSSION AND CONCLUSION

Turning first to the descriptive analysis of the spatial restructuring of the intercity business
network, the changing distribution of centrality among cities illustrated in Figure 2 suggests
that trends toward deconcentration and flattening are apparent not only at the global scale (e.g.,
Friedman, 2005), but also within national urban systems, as old hierarchies begin to break down
(Neal, 2011). Historically dominant cities that attracted the majority of business flows, and
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TABLE 4

Results of Regressions Testing Causality between Employment and Centrality

Lagged Independent Variables

Dependent Variable Constant Population Employment Centrality

Employment –
1994 5132∗∗ −0.024∗∗ 1.070∗∗ 0.019
1995 2444∗ −0.017∗∗ 1.047∗∗ 0.201∗∗
1996 1170 −0.012∗∗ 1.034∗∗ 0.200∗∗
1997 279 −0.002 1.017∗∗ 0.219∗∗
1998 −1452 −0.001 1.020∗∗ 0.149∗∗
1999 −523 0.007∗ 0.998∗∗ 0.176∗∗
2000 −2018 0.003 1.005∗∗ 0.214∗∗
2001 −455 0.000 0.994∗∗ 0.088∗
2002 3620 −0.000 0.990∗∗ −0.071
2003 1332 −0.000 0.997∗∗ −0.010
2004 −404 −0.001 0.996∗∗ 0.248∗∗
2005 −3038 −0.003∗ 1.001∗∗ 0.275∗∗
2006 −4020 −0.004∗ 1.025∗∗ 0.111∗
2007 −2697 −0.003∗∗ 1.025∗∗ 0.015
2008 −1666 −0.003∗ 1.019∗∗ −0.148∗∗

Centrality –
1994 5363∗∗ −0.006 0.028∗∗ 0.550∗∗
1995 −1352∗ 0.003∗ −0.003 1.051∗∗
1996 405 −0.003∗∗ 0.005∗ 1.084∗∗
1997 1885∗∗ −0.005∗∗ 0.012∗∗ 0.986∗∗
1998 700∗ −0.002 0.003 1.012∗∗
1999 558 −0.001 0.003 1.063∗∗
2000 −781∗ −0.001 0.005∗ 1.080∗∗
2001 1133∗∗ −0.002∗∗ 0.010∗∗ 0.869∗∗
2002 1236∗ −0.001 0.004 0.939∗∗
2003 1388∗ 0.000 −0.002 0.936∗∗
2004 40 −0.001∗ 0.003 1.055∗∗
2005 83 −0.001 0.003 1.095∗∗
2006 −811 0.001 −0.002 0.981∗∗
2007 −778 0.001∗ −0.005∗∗ 1.029∗∗
2008 −1153∗ −0.002∗∗ 0.009∗∗ 0.966∗∗

∗p < 0.05; ∗∗p < 0.01.
Note: Each row reports the results of a separate regression equation. The shaded regions highlight the coefficients of interest.

by implication enjoyed the structural advantages such flows provide, now must compete with
formerly subordinate cities as business air traffic is spread more evenly throughout the network.
The cities identified in Table 2 as experiencing the greatest gains and losses in centrality during
the study period provide some insight into where this deconcentration has been focused. The
list suggests that centrality in the business network is shifting away from cities that have long
coordinated the American economy and have been identified as America’s global cities, i.e. New
York, Chicago, and Los Angeles (Abu-Lughod, 1999). Taking their place are smaller regional
business centers that occupy increasingly central locations in the network, perhaps owing to their
unique capacities and niches (e.g., Minneapolis in medical equipment, Charlotte in banking).
These results reflect trends others have observed, noting increasing competition among domestic
cities (Markusen & Gwiasda, 1993), an increasing role of regional corporate centers (Kotkin,
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TABLE 5

Largest Residuals in Structural Advantage Model, 2005

Total Employment

City Observed Predicted Difference

New Orleans, LA 555,500 637,018 −81,518
San Francisco, CA 1,974,300 2,005,216 −30,916
Pittsburgh, PA 1,132,800 1,154,693 −21,893
Detroit, MI 2,046,000 2,067,484 −21,484
Boston, MA 2,424,000 2,443,906 −19,906
. . .

Houston, TX 2,348,600 2,329,501 19,099
Dallas, TX 2,766,500 2,746,441 20,059
Miami, FL 2,355,000 2,326,782 28,218
Riverside, CA 1,222,000 1,174,879 47,121
Phoenix, AZ 1,787,700 1,718,536 69,164

2003), and the shift from an antiquated spatial urban hierarchy to one driven aspatially by
intercity linkages.

Clearly the intercity business network, as reflected in business air travel patterns, is in a state
of flux. How, then, is a city’s position within this changing network associated with economic
outcomes? The results presented in Table 3 indicate a strong, and indeed unsurprising, positive
relationship between centrality and employment: cities with more central positions in the network
tend to have more jobs. The results presented in Table 4 are of greater interest, however, because
they offer insight into the causal direction of this relationship. They suggest that while robust
employment generates a fraction of additional air traffic and thus centrality in the network (flow
generation hypothesis), the relationship runs primarily in the other direction: centrality drives
employment (structural advantage hypothesis). For example, in 2004 each additional job yielded
virtually no (0.003) additional business passengers, but each additional business passenger yielded
an additional 0.275 jobs, on average. In practical terms, this means that increasing business
passenger traffic in a city by 10,000 in 2004 would have brought an average of 2,750 additional
jobs to that city.

However, not all cities conform to this pattern. Table 5 lists the cities with the largest residuals
(i.e., the poorest fit) in the “structural advantage model” in 2005, the year when centrality appears
to have the strongest influence on employment. Some cities (e.g., Pittsburgh, Detroit) have fewer
jobs than would be expected given their network centrality, while other cities (e.g., Phoenix,
Riverside) have more jobs than expected. While these patterns should be interpreted with caution,
they do suggest that the extent to which centrality causally influences employment may differ by
region (e.g., rustbelt vs. sunbelt) or industrial specialization (e.g., manufacturing vs. service). If
such patterns are confirmed by future research, this may indicate that some cities stand to benefit
more from the structural advantages that accrue from increased centrality than others (Neal,
2008). Despite the potential for regional and industrial uniqueness, at least for the period under
consideration, these findings reaffirm the economic significance of business air traffic, of face-
to-face interaction, and most broadly of intercity business networks (cf. Choi, Barnett, & Chon,
2006). Moreover, they suggest that such intercity business networks are not merely reflections
of robust metropolitan economies, but rather are critically and causally implicated in cities’
economic stability and growth. Consequently, policies concerning urban economic development
may benefit from a particular focus on the networks of struggling cities, and especially on
facilitating their integration into the wider urban system.



14 II JOURNAL OF URBAN AFFAIRS II Vol. 00/No. 0/2011

FIGURE 3

National Economic Conditions and the Causal Influence of Centrality on Employment

Longitudinal Changes in Causal Influence

The results presented in Table 4, however, also display a complex relationship between central-
ity and employment that varies over time. Occupying a central position in the intercity business
network does not always lead to employment growth. These longitudinal fluctuations raise ques-
tions about system-level (i.e., national) factors that may account for the changing causal role of
centrality for employment. Because business travel by air is costly, during periods of economic
decline businesses may be more inclined to interact electronically (e.g., via email, teleconference),
thereby reducing the impact that centrality in an air traffic network would have on employment.
That is, in economically tough times, the business air traffic network may not be the right network
to examine when seeking a relationship between centrality and employment; centrality in other
types of networks take precedence.

To consider this possibility, Figure 3 plots the unstandardized regression coefficients from
Table 4 that reflect centrality’s annual causal influence on employment (values are indicated
on the left axis). In addition, it also plots the S&P500 market index’s monthly average (values
are indicated on the right axis) which, as an aggregation of 500 major U.S. firms’ stock prices,
tracks national trends of economic growth and decline. The parallel movement in these two
trends—causal influence of centrality and S&P500 price—is striking and suggests that centrality
leads to additional jobs in cities primarily when the S&P500 indicates the economy is growing.
Cities’ centrality in the business network boosted employment most during the dot-com and easy-
credit booms of the late 1990s and mid 2000s, respectively. However, centrality had little causal
influence on employment during the post-9/11 and subprime lending busts. Thus, it appears that
the causal relationship between centrality and employment is cyclical, following cyclical patterns
of the economy at large.

Though further examination is needed, the patterns in Figure 3 also appear to indicate that
changes in centrality’s causal influence precede, not follow, changes in the economy. For example,
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before the market had recovered from post-9/11 decline, business passengers were already return-
ing to the skies and driving employment growth at their destinations. Cities with well-developed
air transportation infrastructures were poised to capture the structural advantages associated with
flows of business passengers, and thus to experience employment growth before a nationwide
economic recovery was apparent. Similarly, more than a year before the global economic crisis
was reflected in plummeting stock market indices, businesses had already begun to reduce their
use of costly air travel, perhaps in favor of other modes of interaction like videoconferencing. In
this case, cities’ centrality in an air-based infrastructure network became unimportant or, as these
results show by 2008, a liability.

Implications and Future Directions

These results have a number of implications relevant to current discussions of infrastructure
investment as employment growth strategies. They suggest that policies aimed at boosting em-
ployment levels through expansion of transportation infrastructure may be effective. However,
this encouragement comes with a number of caveats. First, such strategic investments may only
be effective in creating jobs if they encourage additional business traffic. Simply increasing the
frequency of flights to and from a city, or the number of destinations reachable from a city, will
likely have little beneficial effect on its employment levels, as these results find that only the
movements of business passengers are relevant for job creation. Second, and closely related, such
investments will only be effective if they yield additional passengers who transact business in the
city, in contrast to those who use the city simply as an intermediate stop on a journey elsewhere.
Thus, airport expansions alone may have little effect if not paired with a wider, regional economic
development strategy designed not only to make business travel to the area more convenient, but
also to make the area more attractive for conducting business. Finally, even if such political ma-
neuvers as the American Recovery and Reinvestment Act are successful in generating additional
business traffic bound for ailing cities, the economic benefits of their increased centrality in inter-
city networks may only be realized in conjunction with a wider economic recovery. Nonetheless,
investment in infrastructure expansion during periods of economic decline may have the potential
to deliver a two-step boost: immediate but temporary job growth when it is needed most, while
positioning cities for longer term benefits deriving from increased centrality once the economy
rebounds.

While these results suggest some policy implications, they also identify avenues for future
research. First, more efficient implementation of policies aimed at economic recovery through
infrastructure development requires targeting specific cities where such strategies are expected to
be most effective. Thus, additional work is needed to consider whether these findings apply to all
cities equally, or whether there are national, regional, or sectoral differences in the relationship
between employment and air traffic centrality. Prior studies already hint that this relationship is re-
stricted to service or professional jobs, and is less applicable for production jobs (e.g., Brueckner,
2003; Irwin & Kasarda, 1991), but replication using more robust data like those described in
this article is necessary. Similarly, to expand the potential points of entry for economic recovery
efforts, it will be useful to consider the impact of other types of urban networks (e.g., email
communication, rail) and other aspects of a city’s network position (e.g., clique membership)
on economic outcomes. Finally, urban networks of exchange are undeniably global in scope,
with international connections significantly impacting individual cities’ levels of centrality and
employment. While such data are generally difficult to obtain, or are available only from pri-
vate sources, future research should aim to examine more encompassing urban networks when
considering their effects.
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Although scholars have long recognized that a city’s economic fortunes are closely tied to
its position in the network of interurban exchanges, until recently the causal direction of this
relationship has been unclear: do cities with robust economies acquire better positions in the
network (flow generation hypothesis), or does a city’s central location in the network encourage
economic growth (structural advantage hypothesis)? Examining the air traffic network among
U.S. cities from 1993 to 2008, this study finds that urban employment growth is driven by cities’
centrality in business networks, not vice versa. This result is consistent with the findings of earlier
studies, but offers a more theoretically informed test of these hypotheses by focusing only on
business passengers’ movement in an origin-destination network. Confirmation of the structural
advantage hypothesis that centrality causally influences employment suggests that infrastructure
investment as an urban economic growth strategy may be effective, but operates within a series
of constraints based on wider economic conditions, and on where and why passengers are
traveling.
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